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The problem of creating efficient algorithms for estimating the
characteristics of aircraft and its equipment at the flight test stage
is considered. The problem is solved with the application of
identification models suitable for processing the dynamic
processes measured by aircraft sensors. The traditional models
based on statistical principles with the application of regression
analysis methods are not good enough. The requirements of flight
safety do not allow to create modes of flight, in which it would be
possible to completely obtain the observable information about the
dynamic parameters of the object. For this reason, the systems of
equations, formed from the results of signal measurements, are ill-
conditioned and the errors in their solutions are sensitive to noise.
Such algorithms vyield erroneous results and are unusable.
Besides, the usability of algorithms depends on their structure.
Using Toeplitz matrices as the matrices of measurement results in
models of identification is inadmissible, as the returned results are
erroneous. The suggested algorithms are based on the use of the
aprioristic  information about the objects. Information
technologies for their creation are considered from the positions of
mapping the dynamic information into the circuits of calculation
spaces. It is proved, that in the region of operating conditions the
object can be identified with the accuracy that is sufficient for
practical applications. The specified approach allows to optimize
the characteristics algorithm usability. On their basis, much more
information about the characteristics of the aircraft and its
equipment can be gathered. It allows to reduce the duration of the
flight test cycle and to reduce the expenses.

Introduction

At the flight test stage, there is an opportunity to gather
the maximal amount of information about the dynamic
characteristics of aerospace objects. Therefore, there is
a problem of improving the usability of algorithms for
processing the flight information. Situations where
results are erroneous should be allowed at the flight test
stage. But the necessity of using mathematical
modelling during the test period still remains. Practice
has shown, that by using it, the duration of the flight
test cycle can be reduced by 30%, and also the expenses
can be considerably lower. The algorithms and software
of the onboard computer, used in the identification
models, must be continuously improved using the
newest information technologies. It is so, because the
amounts of the flight information increase with the
advancement of aircraft evolution. So, for example, at

the tests of the American aircraft B-1, the amount of
information gathered for a single flight was about 1600
parameters [8, 9].

It demands increasing the performance of the
onboard computer, which can be achieved by using
parallel computers. But, for this purpose, it is necessary
to create modified algorithms with a parallel structure.
First of all, it applies to the basic algorithms for solving
the systems of equations. Research results described in
[3, 4, 5] have shown, that this problem can be solved
due to the use of new information technologies based
using of symbolical combinatory computing models.

Processing the results of flight tests in the control
and measuring systems with the use of accompanying
mathematical models allows to gather additional
information about the characteristics of aerospace
object stability and controllability. It allows to reduce
the necessary number of test flights and to lower the
expenses related to the development of new aircraft
designs.

Introduction of new information technologies allows
the computers of the onboard measurements systems to
use mathematical modeling for performing the
optimization of the rules of control for various
predetermined modes of flight. In this case, it is
necessary to identify the characteristics of the
controlled objects and to include them in the
mathematical model.

However, there still are difficulties in ensuring the
usability of algorithms. They are related to the ill-
conditionality of the dynamic characteristics, which is
specific to all aerospace objects. These characteristics
cannot manifest themselves because of the flight
restrictions on the conditions that ensure the flight
safety. In such conditions, the usability of algorithms
can vary in an unpredictable way because of the
occurrence of singular situations during the solving of
ill-conditioned equation systems. Therefore, there is a
practical problem of development and introduction of
new information technologies for increasing the
usability of algorithms for signal processing during the
flight test stage of aerospace objects.



Formation of models of signal processing
using the principles of information monitoring

The reasons why computing algorithms are unusable,
are substantially related to the character of
mathematical models used for processing the
measurement information. The majority of traditional
models are formed on the statistical principles requiring
the normal law of noise distribution. For these models,
the basic form of description is used, in which the
influence of noise is introduced using the operator
method:

A2)y(t) = B(2) - x(t) + C(2)e(t) D)

It is believed, that such models have an important
value in applications, as such models allow to use the
methods of regression analysis. However, they are
inapplicable, because the operator of noise completely
distorts the structure of the solution of (1).

One of the variants of a circuit for processing the
information in identification models can be presented as
consecutive linking of mapping operators of the
calculation data and their transformation from one form
into another. Since the onboard sensors are not adapted
for measurement of derivatives, the information on
them usually is found in the form of final differences of
various orders. They are used for formation of systems
of difference equations:
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We use the reduced notation for (2) in the form of
Y -B=Y,. The solution of this system using the

method of the least squares according to [12] represents
a problem finding the best approximation of the

elements—the vectors of Fourier basis {Y} for the

vector Yy, . However, it cannot be realized because the

model uses Toeplitz matrices that are close to being
singular.

In [11], the impossibility to generate reliable results
is noted for solving the systems of equations with such
matrices. In the conditions of weak dynamism of the
signals, which is characteristic for flight information,
the use of models (1) and (2) in algorithms for
processing flight test information becomes impossible.
Therefore, there is a problem of development of new
more efficient algorithms.

They are offered to be formed using the principles of
information monitoring when the algorithms access the
database where the aprioristic information, gathered
during the previous test flights, is stored. Using them,

stages of algorithm execution we shall present as a
sequence of computing operations implemented using
operators of mapping of the calculation data. With the
help of them, they move in the information circuit and
are supplemented with the aprioristic data.

Since analog objects are considered, their
characteristics are mapped into the characteristics of
discrete operators G(z,T) as a result of time

quantization. This transformation is realized by the
operator F1(p,z,T):

(W(p) = A(p,a)/Q(p,B)J L Fip.2T) o
x(p); y(p) -
j(: G(z,T)zA(z,&)/B(z,B)J -
x(2); y(2)

The F1(p,z,T) is a nonlinear compacting operator. It

is because the infinite left complex semi-plane, in
which the operators W(p) of stable objects are formed,
is mapped into the area of the unit circle in the second

space. The poles of the operator g, will be transformed
according to the formula Fz(T)*q; = (b =exp(q; - T)

so that for the whole characteristic polynomial we have:
F1(p,2,)*{Q(P) = (P~ 4,)(P~Gp)-(P—0,)} =
= {B(2) = (z—exp(q, *T))- (z—exp(q, - T))-~
--(z—exp(g, - T))} (4)
On the basis of G(z, T), the system of equations (2) is

formed. This operation is realized by the operator
F2(p,2):

(G(z,T) =C(z,a)/B(z,B)
X(2); y(2)

=[x Y]Ja: B]=) (5)

J: F2(p,z2) =

Because of the compacting properties of the operator
F1(p,z,T), substantial errors may occur. The area of
the discrete poles, because of its small size, is absorbed
by the area of the experimental and methodical noise.
The position of poles becomes uncertain and it is
impossible to restore the analog operator from them.
The procedure of identification in the traditional models
ends with finding the solution of the system (2):

([x Y]-[& ; B]T=§/):> F3:>([& ; BJ) (6)

Using the method of the least squares, we get:
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However, this vector has an abstract character and has
no relation to the physical nature of the object:

(7))o=
= (W (p) = A(p.3)/Q(p.5) ®)

The reliability of the results in traditional models is
estimated using the value of the discrepancy of the
system of difference equations:
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However, minimal discrepancy can also be achieved at

the wrong results. The result [gz;ﬁJ should be
transformed into analog operator W(p), and then the
output signal should be calculated from it and compared
with the real signal:

[5 ; ﬂ: F5=
:[W(p)=A(p,5)/Q(p,B)]:>
(p): Y(P)

= F6=(y(t)) (10)
However, in practice, it is not done. Therefore, an
alternative model of identification we shall develop on
the principles of information monitoring with the use of
the aprioristic data. Algorithms should be formed on the
basis of more advanced Fourier systems, than the
systems used in the model of identification (1).

Estimating the characteristics of usability
of the method of information monitoring

The error of the method can be measured using the
stationarity of changes of the vector of spectral
coefficient. The nonlinear properties of operators of
mapping, first of all, the operators F1, F5 (3, 10),
deform the isometric properties of working spaces and
are a source of methodical errors. They can be

measured from the value of &, of the change of spectral
characteristics 44 (t;); t; e [tO =(t,-- -tz)]:
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They are functions of time and are defined by the
expression:

i (t) = (YiT 'Yi)_l ) [YiT '90(0]

t0=(t,t,) (12)
Formally they represent a certain dynamic process
generated by the operator of mapping F3 (6) on the
interval t0.

The spectral characteristics determined in two

different bases are not equal:

() # (1)

wi(t) = (YiT 'Yi)il ) (YiT '90);

pi(t) = (YjT 'Yj)il '(YjT “Yo)i

Yo {Y:} (13)
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The value of @, is used in the space G(2):
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t0=(t,t,) (15)

For a linear stationary object, this function should be
constant. This statement follows from (2), where such
vector should have a constant value. A conclusion from
that follows, that for the estimation of algorithm
usability, the characteristics of stationarity of Fourier
systems can be used. The accuracy of algorithm can be
measured on the basis of the best approximation. For
this purpose, let’s use a more accurate characteristic
than the one used in [12]. It consists in the measurement

of projections of vectors 90 (t) and 6o (t)on the
Fourier bases. Using the matrices of projection, we get:

Ui(t) =Y '[YiT 'Yi ]4 'YiT

Si (t) = lI]iT (\PiT ’ \Pi)_l ’ \PiT (16)



Then the deviations of vectors from the subspaces of

bases are:

U; (1) = Yo (1) = U, -y, () = (1 =U,) -y, (t)

Si:§o(t)—si'éo(t):(l_Si)'éo(t) (17)

From here we get the angular values of deviations:
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These phase values and their discrepancy characterize
the isometric properties of the operators of mapping in
the circuit of information monitoring:

Aej(i) =¢ Yj(i) .y Wj(i)

5¢Y=\/ii(§9y (t;)—me, )2

N =

N

Z o, (t) (19)
:\/% - ((”\P(ti)_m(pw)z
15t (20)
= N = Py (|

We shall note that the isometric properties of algorithm
of information monitoring can be improved due to the
introduction of additional values formed from
approximating values. It allows to optimize the
characteristics of the bases:

y;®) =Y,

Y,(t):iaji-t‘; Y,(t) = a, (21)
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Using additional working spaces
in the circuit of information monitoring

The end result is the calculation of parameter estimates
of the analog operator W(p) and the discrete operator
G(2):

(23)

w(p) =423 30

G(z)=Fz(z, T)*[I(z, p) - W(p)]=

_M:krj,zj o
B &Y/ &P

As it is apparent from the series expansion of these
operators, there is a nonlinear relation between them
that distorts the isometric properties between the spaces
of these operators:

(24)

W(p):> sop‘1+s p+s,p+...

45 p (25)
G(z)=d,z+d,z"" +d,z? +d,z°
dz 2 4 (26)

Therefore, it is useful to introduce additional working
spaces, consisting of weight functions of operators,
between these spaces:

h(t) =s, +s, t+s, %t2+

+5, %ﬁ + (27)

d, =h(iT)=s, +s,iT +s,
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(28)

This relation can be represented in matrix form:

d™=r.p, D,5";k>n (29)

Here:
[F]ijz(i_l) =

[Dl]i,:{l/( 1), if (i

= j)
0, if (i = j)



T if (i = j)
D, | .= 30
[2]|J {O,If(l;tj) ( )
In [2], it has been proved, that:
[[1*=P.D,"-B
— (_1\G-D) . -1
B~ {7
P, € Pol U™ (x) (31)

Here the vectors-columns of the matrices P are formed
from the coefficients of polynomials:

Pol ¥ (x)= ﬁ(x— i)

Further we get:

s=D,"-D, -[l]™h (32)
Substituting (31), we have:
s=D,"-D, -P-D,*-B-d (33)

In [2], with the application of the method of symbolical
combinatory models, the expressions for relations

between the coefficients of the vector s and the
coefficients of W(p) have been proved.

From here the conclusion follows, that for
estimating the characteristics of the object, it is useful
to use their weight functions. It is obvious, that in this
case it is possible to provide the isometric properties of
spectral vectors in the space of output signals and in the
space of weight functions:

i (t) = (YiT 'Yi)il '[YiT 90(t)J

t0=(t,-t,) (34)

H=[(XT-X)] XT[Y] (35)
This operator is generated on the basis of discrete
analogue, which expresses the integral of convolution.
We shall show, that there is an isometry between the
fragments of the weight function and the output signal
at the given input signal x(t). The spectral vectors in
their spaces have the expressions:

fy =(YT YY) (YT y,) (36)

g =(H"-H)™ - (H -ho) (37)

The vector of the weight function can be expressed as:

ho=H =
=H (YY) (YT ) (38)
Further we get:
Y=X-H (Y"-Y)'=>
=(HT(XT-X)-H)" (39)
YTy, =(HT - X7) -y, (40)
By transforming the vector:
ho=H- (Y)Y -y,) (41)
we turn it into:
o (-1 (7 X
) mrxy,) (42)
Taking into account that;
X"y, =(XT-X)h, (43)
we get:
S B
(HT-XT)-y, (44)

After simplifications, we find that for square matrix H
the following relation is true:

o= (X7 X)Xy ) (45)
This expression proves the existence of an isometry
between Fourier systems in the spaces {Y} and {H}.

The matrix of the input signal X should not have a
Toeplitz character. That could influence the usability of
the algorithm. At the flight test stage, when the
characteristics of the plane are being identified, such
situation can be avoided by programming influences on
the aircraft controls. We shall prove this statement.



Let’s assume, that within the interval of observation the
influence x(t) can be approximated by the function:

x®)=>a; -t x(iT)=>a;-(iT)
i=1 i=1
Its vector of coefficients is found using the formula:
a(m) “I=@".T)* (T x()

C7),= kG2 e, (i

Here T is the sampling period. Having designated
Q' :[12k 3“4 ...N* ] for an element [XT - X |
we get the following expression of matrix elements:

(46)

i

n

[XT-X]U:(ai-aj)-sij;sij=rZ:l: qi., (47)
Using the operation of direct product, we get:

[X"-X]=s®A; A=a(m).aT)’ @8
Further we get the inverse matrix:

[XT-X|*=Dg(A)*-st-Dg(A)*  (49)

In [3, 4], it has been shown, that in such matrix, the
products of the differences of poles of operator X(p) are
used. For steady dynamic processes, they are small.
Therefore, their products are close to zero and it leads
to occurrence of conditions of matrix singularity. So, by
programming influences, it is possible to generate the
matrix X with the necessary configuration.

Experimental confirmation of usability
of method of information monitoring
for processing dynamic information

Let’s consider the possibility to use the algorithm for
identification of parameters of aircraft equipment
during the flight test stage. The most crucial flight
mode that involves the greatest risks is the mode of
automatic landing using the signals of the instrument
landing system’s antenna arrays. The control system for
this mode includes the block for filtering the noise, the
level of which is different for each airport. The channel
of the filter is described by a third order differential
equation. It can be presented in the operator form:

(11)2~p2 + 2-1:1-Q1~p +1

— -K1
[(«.-2) o220 0,p 1].(«,-3.;) v1)

W(p) =
(50)

For the formation of the model of identification it is
more convenient to use the form:

2 [Ml] 1
pT | — |p+
T (Tl)Z

(51)

The signal at the output of the filter is defined by the
form of the input signal coming from the antenna array.
We shall use a difficult form:

+ 1%, -p
p” + ax-p + ax,
X(p) = ——2+ P

6.41+ 0.8p + p2 (52)

It will allow to test the method for a higher order
differential:

40+ 20p + 11.6p% + p°

Y(p) =
256.4+ 160.2p + 130.356p> + 35.69p° + 12.4p" + p°

(53)
In the technical documentation the values of nominal

parameters of the filter for which it can be used are
given:

[0.3] 0.1
70=|05| er=|-0.12
10.1] 0.15
0 [0.8] 0.15 (54)
= g =
“"Tloa] “T|-012

Let’s create a working calculation space from such
parameters, assigning them values at which it is
considered, that the filter is in failure condition:

7=70-(L+i-€7); £=¢50-(A+i-&5) (55)

Let’s make six variants of parameters variation:



0.3 0.33 0.36 0.39 0.42 045
0.5 044 038 0.32 0.26 0.2
0.1 0.115 0.13 0.145 0.16 0.175

T =

0.8 092 1.04 1.16 128 14
0.4 0352 0304 0.256 0.208 0.16)  (56)

It is obvious, that with the variations of parameters
there will be corresponding variations of the output
signals (Az; Ag)=> Ay(t). For the sampling period
T=0.02s, the matrix of signals is calculated as:

0 0 0 0 0 0
0.0192 0.0195 0.0197 0.0199 0.0201 0.0202
0.0371 0.0382 0.039 0.0396 0.0402 0.0405
0.054 0.0561 0.0578 0.0591 0.0602 0.0609
0.0699 0.0733 0.0761 0.0783 0.0799 0.0809
0.085 0.0899 0.0939 0.097 0.0993 0.1003
0.0995 0.106 0.1112 0.1154 0.1182 0.119
0.1135 0.1215 0.1281 0.1331 0.1364 0.1368

(57)

The errors of mapping were calculated using the
formulas specified in the program module. For the
interval of observation with 30 values of the output
signal and the sampling period T = 0.05s, the errors in

recovering the vectors i ;

variants, were less than 2% (6t =
1.395%).

It indicates that between the information spaces with
the use of mapping of Fourier systems, there is an
algebraic isomorphism and an isometry, on the basis of
which, models of identification that do not use
numerically unstable Toeplitz matrices can be formed.

Let’s show, that the existence of these properties is
possible if there are deterministic relations between the
parameters of mathematical objects. On the basis of this
condition, the method of information monitoring for
optimization of the characteristics of identification
models can be used for processing of the flight
information.

¢, averaged over all 6
1.183%; d¢ =

Conclusions

The specific properties of application of identification
models of characteristics of aircraft and their equipment
are related to the bad observability of the dynamic
properties of objects. They are characteristic for all
aerospace objects. In many respects, they are a result of
flight restrictions, which should be carried out,
proceeding from the flight safety requirements.
Therefore, the characteristics of usability can change in
an unpredictable way and lead to meaningless results.
The classical methods of regularization cannot improve

the situation. However, a practical need for
identification algorithms is great. At the aircraft flight
test stage, they can help to gather additional amount of
valuable information.

For the improvement of the properties of algorithms,
essentially new information technologies, which are
taking into account the deterministic relations between
various dynamic parameters, can be used. It allows to
completely change the structure of algorithms and to
improve their numerical stability. The algorithms are
constructed on the principles of mapping the dynamic
characteristics into a circuit of working information
spaces. In the area of maximum allowed deviations of
object parameters, the properties of algebraic
isomorphism and the isometry of mapping operators are
preserved. It allows to use the aprioristic information,
which has been gathered during the design stage and
during the previous test flights, in a mathematical way.
Such approach allows to extensively manipulate the
characteristics of numerical stability of algorithms and
to optimize them.
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G.Burovs. Informacijas tehnologijas lidmasinu testa
lidojumiem paredzéto algoritmu veiktsp€jas uzlabosanai

Raksta apskatita efektivu algoritmu radiSana lidmaSinas un tas
aprikojuma raksturojumu noveérte$anai izméginajumu lidojumu
laika. Uzdevums tiek risinats izmantojot identifikacijas modelus, kas
ir pieméroti ar lidmasinas sensoru izmerito dinamisko procesu
apstradei. Ir izdarits secinajums par tradicionalo modelu, kas balstas
uz statistiskiem principiem ar regresijas analizes metodes
izmantoSanu, nepilnibam. Lidojumu drosSibas prasibas nelauj radit
tadus lidojuma rezimus, kuros varétu iegit pilnu informaciju par
objekta dinamiskajiem raksturojumiem. Tad€] vienadojumu
sistémas, kas ir veidotas no signalu mérjjumu rezultatiem, ir vaji
nosacitas un kliidas to risinajumos ir jutigas pret troksnu iedarbibu.
Sadi algoritmi dod klidainus rezultatus un nevar tikt izmantoti. Bez
tam, algoritma efektivitate ir atkariga no to struktiiras. Teplica
(Toeplitz) tipa mérjjumu rezultdtu matricu izmanto$ana
identifikacijas modelos nav pielaujama, jo ta tiek iegiiti kludaini
rezultati. Piedavatie algoritmi balstas uz aprioras informacijas par
objektu izmanto$anu. Informacijas tehnologijas to radiSanai tiek
apskatitas pamatojoties uz dinamiskas informacijas att€losanu
aprékinu telpu k&de. Ir pieradits, ka darba stavoklu apgabala objekts
var tikt identificéts ar praktiskai lietoSanai piem@rotu precizitati. ST
pieeja lauj optimiz&t algoritmu efektivitates raksturojumus.
Izmantojot tos, ir iesp&jams ieglit ieverojami vairak informacijas par

lidmasinas un tas aprikojuma raksturojumiem neka lidz §im. Tas lauj
samazinat izméginajumu cikla ilgumu un izdevumus.

I'. Bypos. UndopmMannoHHbIe TEXHOJOTHH IOBbIIICHUSA
pa6oTocnoco0HOCTH AJNrOPUTMOB, HUCHOJb3yeMbIX  Ha
Jrae JIeTHbIX MCIIBITAHUI CaMO0JIETOB

PaccmarpuBaercss  mpoGmema  co3maHUS  PabOTOCHOCOOHBIX
QIrOPUTMOB ~ OLICHMBAHWA XapakTEPUCTHK caMojeTa M €ro
000pynoBaHMs Ha 3Tale JICTHBIX HMCIBITaHMIL. 3amada pemaercs ¢
NPUMEHEHUEM  Mojenell  MACHTHU(UKALMKM, TPUTOJHBIX  JUIs
00paboTKH AMHAMHUYECKHX MPOIIECCOB, H3MEPSIEMBIX NaTYMKaMHU
CUrHajlIOB camoiera. Jlemaercs BbIBOJ, O HECOBEPLICHCTBE
TPaJANIMOHHEIX MOJENCeH, OCHOBAaHHBIX HA CTATHCTHYECKHX
MIPUHIMUIAX C IPUMEHEHHEM METOJIOB PErpecCHOHHOTO aHaIn3a.
TpeboBanust obecnedeHuss OE30IMACHOCTH IIOJIeTa HE IO3BOJIAIOT
CO37IaBaTh PEXHUMBI IIOJIETA, B KOTOPHIX MOXKHO OBUIO OBI ITOJTy4aTh
MOTHOCTBI0  HAaOMIO#aeMyl0 HHPOPMALUIO O JHHAMHYECKUX
nmapamerpax oObekTa. [lo 3TOHW mNpUYHMHE CHCTEMBI YpaBHCHHUH,
GdopmupyeMble 1O pe3yabTaTaM W3MEPEHHH CHIHAJOB, IUIOXO
O0YyCIIOBIICHBl ¥ TOTPEIIHOCTH HX PELICHUH YyBCTBUTENBHBI K
BO3JICHCTBHIO TOMeX. TakWe aIrOpUTMBI JAIOT OIIHOOYHBIE
pe3yIbTaTh u HepabOoTOCIIOCOOHEL. Kpome TOTO
paboOTOCIIOCOOHOCTE  aNTOPUTMOB  3aBHCHUT OT HX CTPYKTYpPHI.
Vcnonp3oBanue B MOAECISX MIACHTH(OUKAIMKA MATPHI[ PEe3yJIbTAaTOB
HU3MEPEHHH  THMA  TEIUIMLEBBIX  HEIOMYCTHMO,  IOCKOJBKY
pe3yabTaThl  MOJNy4aroTcs — OWHUOOYHBIMU.  IIpeasiokeHHbIe
AIrOPUTMbI OCHOBAHBI Ha UCHOJIb30BAHUH alPHOPHOiT HHMOpMAIMT
00 oObekTax. HMHpOpManMOHHBIE TEXHOJOTHH WX CO3/AaHHA
paccMaTpHBaIOTCS C TO3HMIUN  OTOOpaKEHHS JIHMHAMHYCCKOM
nHpOpManuy B e PacyeTHBIX NMPOCTPaHCTB. J(oka3pIBaeTcs, 4To
B obmacth pabOYMX  COCTOSHUH  OOBEKT MOXKET  OBITh
HACHTUQUIMPOBAH C  YAOBJIECTBOPUTEIBHOH UL  NPAKTHUKH
TOYHOCTbIO. YKa3aHHBIH IOAXOJ MO3BOJISIET ONTHMHU3HPOBATH
XapaKTEPUCTHKH PabOTOCOCOOHOCTH anropuTMoB. Ha mx ocHOBe
MOXET OBITh MOJYYEHO 3HAYUTENHHO Oonblle HHPOPMALUH O
XapaKTEePHCTHKAX caMoJjIeTa U ero 000pya0BaHHs, YeM O0BIYHO. DTO
MO3BOJISIET  COKPAaTUTh  NPOJOJDKUTENBHOCTh  LMKJNA  JIETHBIX
UCIIBITAHUH U CHU3UTh MaTepHAaIbHBIC 3aTPATHI.



